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Abstract

This dissertation focuses on the estimation of ¥ahli Risk in six European Stock
Exchanges from the beginning of the millenniunpriésents the theoretical framework
regarding the VaR techniques as well as the ARCldetsowhich are commonly used
in the estimation of market risk. On the empiripalrt, the dissertation provides an
insight into parametric models like Risk Metricsdanon parametric like Historical
Simulation and in order to evaluate their predetability during the recent global
financial crisis they are backtested. In additiomadels of the ARCH family are being
presented extensively since they are commonly usé#tk VaR forecasting procedure.
The Akaike’s Information as well as the SchwarzayBsian Information Criterion are
examined so as to be concluded if the aforemerdiomedels are trustworthy and could

predict VaR accurately.
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Introduction

Risk, is the volatility of unexpected outcomes, ethcan represent the value of assets,
equity or earnings (Jorion, 2007). The latest dldbencial crisis in 2008, is just
another example of how unstable and liquid the tmm$ on both domestic and
international level are, and pointed out the vubdity of the global Stock Exchanges
to market risk. According to the European Bankingthrity “market risk can be
defined as the risk of losses in on and off-balasteeet positions arising from adverse

movements in market prices or market rates

The burst of the global financial crisis back irD80evealed that both the corporations
as well as the nations themselves were unprepardda with the new conditions that
appeared. Many economies around the world felleicession, with some European
countries to face the most severe consequencesiti@&sulike Ireland, Iceland and
Portugal faced a dramatic shrinkage of their ecognamd a rescue package from EU,
IMF and ECB was necessary in order to avoid thawefOn the other hand there were
countries within EU that didn’t undergo those vdsficulties, like UK, France and
Germany. These economies remain stable regardliegeeocondition in the rest
European states. The sui generis phenomenon tbét glace in Europe with the
implementation of the Common Market increases nierielationship among European
economies but, as the crisis pointed out, not alintries have suffered to the same
extent. This dissertation aims to investigate & tondition of the country's economy
has played a major role in the minimization of ¢thisis’ consequences. That is why the
three richest and three of the countries that @petied in a rescue program are selected
for the research. In addition it will be examinéthe commonly used VaR models were
accurate in forecasting the market risk of the paam Stock Exchanges during the
crisis. In order to do so, parametric models likekRMetrics and non parametric like
Historical Simulation were estimated and backtesfgzhrt from these, many models
from the ARCH family were estimated so as to decwhich model could have
forecasted better VaR in the years followed 2008diRg an accurate model could
prove to be very beneficial in the future, since tlountries could use the models as one
more tool towards predicting market risk and eliatethe unpleasant consequences of

a crisis.



1. Value at Risk

The concept of VaR models was developed when itapgsrent that mismanagement
and misinterpretations of financial risk could lgadfinancial disasters. Financial Risk
management refers to the design and implementatioprocedures for identifying,

measuring and managing financial risk (Jorion 208YJ VaR models can be a useful

tool.

VaR is a statistic of the dispersion of a distnbatand refers to a portfolio’s worst
outcome likely to occur over a predetermined peraodl a given confidence level
(Angelidis, Benos and Degiannakis 2006).It is almumber, expressed on currency
unit that reveals an institution’s exposure to reanksk, where market risk is the risk
that arises due to changes in market prices. Tnseptual simplicity is the reason why
VaR has gained popularity and has been imposetidBasel Committee on Banking

Supervision (1996) as the tool in order to calaitaarket risk.

VaR is expressed as a b0 quantile of the density of returns and can berpreted as
follows: At time t, the probability that the retuof a portfolio will be lower that the
VaR equals to 1@ and the mathematical expression of the aboveeseatis given

by the equation (1):

VaR' = -sup [r| P [RE ] <d] Q)

On the years that followed, the VaR methodology waslved in order to measure
other types of risks apart from that of market lliquidity risk (L-Var). During the

financial crisis it was apparent that understanding and measthsgquidity risk was

vital not only in order to forecast but also to ungp the crisis. Liquidity risk takes the
form of either market liquidity risk which arisesoin the assets illiquidity or the
funding cash flow liquidity risk that arises wheretliabilities can be paid fully on in
time. But although VaR could also be a useful tmovards dealing with financial
crisis, it doesn’t pay attention to the results wigeposition is liquidated. Therefore L
VaR was introduced as a tool in order to accouptidiity risk which is inherent to all

markets.

VaR analysis should be implemented not only torfana institutions but also to

countries as a whole since, due to the globalimatiat exists today, the results of one
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country could provide useful information for othefsgood example could be Europe;
the European economies are closely connected ardrated due to the Common
Market and the single currency. As a result, a \&Rlysis for a European country

could be proved beneficial for another EU member.

1.1 VaR Methodologies

There are many methodologies and models in orderalculate VaR that has been
under scrutiny by many researchers

The models that are used in order to calculate &@&Rclassified into three categories.
* The parametric models such as the Risk MetricsaAaRCH
* The non parametric models such as the Historicalition

* The semi parametric models such as Filtered Hstb8imulation and Extreme
Value Theory

2. Parametric models

The first category, the parametric models, prop@ssepecific parameterization for the
behavior of pricesRisk Metrics make the assumption that the samptieuscrutiny
follows the normal distribution and that tomorrowslatility is affected by the
weighted average of today’s volatility plus todagtpuared return. The variance, that is
the volatility, is calculated with the use of thepgénentially Weighted Moving Average
(EWMA) according to the following equation (2):

6’ wi= Ao + (1») R (2
where:
o6’ 1+1. is the conditional covariance of the day t+1
¢ .is the conditional covariance of the day t (thevimes day)
A is a parameter set to be equal to 0,94 for laege d

R?%: is the squared return of the Index on day t



The unknown parameteris set to be 0,94 since as the sample increassganthe
estimates are resembled to each other. The RiskidWabdel was introduced by J.P
Morgan (1996) and it has its roots on the Integra®ARCH (IGARCH) model
according to Nieto and Ruiz (2015). The use of EWM&ps the researchers to
overcome the problem of volatility clustering. Theatility clustering arises from the
fact that asset variances are constantly changimdgnzore specifically big changes in

variance tend to cause big changes and vice versa.

2.1 Autoregressive Conditional Heteroskedastic Models

The coping of clustering was the reason why GARCldets were used, with
Bollerslev (1986) to be the first to mention thérhe simplest form of this model is the
GARCH (1,1) that can be expressed using the foligvaquation (3):

Vi =owr &~i.i.d. (0,1) (3)
6%t = © +ay’e1 + Bo’ia

where:

o6’ 1+1. is the conditional covariance of the day t+1

¢’ . is the conditional covariance of the day t (thevjmes day)

& standardized residuals

: intercept coefficient

And with C= @, 0=, a+p <1

The ARCH @Autoregressive Conditional Heteroskedastmmdels were first introduced
by Engle (1982)and later the analysis was continuedBwflerslev (1986) After that,
many researches were conducted and therefore ihgienty of literature providing
with findings regarding to which method is morewede in order to estimate VaR. The
equation that describes the ARCH models is thevioilg (4)

2 _ 2 2 2
o t—® +(X]_8 t-1 +(128 t.2+ ..... + (Xp s t-p (4) 1'__:11:]:1 [j{ . Df-: .



where

¢’ . is the conditional covariance of the day t

¢ standardized residuals of previous days

: intercept coefficient

Ding et al (1993) suggested that since there i€lear evidence that the conditional
variance is a linear function of lagged squaredrret, the Asymmetric Power ARCH
model could be use in order to estimate VaR acelyraind its equation should be the

following:

v

ol =a,+ Z(|E}_:| —ne)’a _Z b, ©)
i=1

i=1

As far as the APARCH models are concerned, Giot laaugrent (2003a,b) on their
findings suggest that this model, when it is usét & skewed Student distribution, can
calculate VaR in a more accurate way because tbep&rn rates are approximately
equal to the expected ones in different confiddegels. This is consistent with the
findings of Huang and Lin(2004). To this conclusion, they added that for dow
confidence level the normal distribution should used, while for higher levels the
Student distribution is more appropriate. Anothesearch conducted by Degiannakis
(2004) concluded that APARCH model and especiallg Fractional Integrated
APARCH is better when it comes to the calculatibWaR and the tomorrows’ realized
volatility. Another important outcome in which Gueat and Harris (2002) and Billio
and Pelizzon (2000) have concluded is that when IAR@dels are under the Student
distribution they tend to overestimate VaR eventhé& confidence level is 99%.
Furthermore Sajjad et al. (2008) suggests tharkov-switching APARCH model, in
which the persistence of volatility can have vasiotalues based on whether the

volatility is big or not can lead to accurate Vastimations.
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2.2 Generalized Autoregressive Conditional Heteroskedastic Models

In an effort to find the best model, researchewstiag with Bollerslev, have turned to
GARCH (GeneralizedAutoregressive Conditional Heteroskedastepdels. In their
work Bali and Theodossioy(2006) by using a combination of the generalizedd&mnt
distribution with 10 GARCH specifications conclud#tht TS-GARCH that was first
introduced byTaylor (1986) and Schwert (1989nd the EGARCH introduceldy
Nelson (1991) were the most accurate models taledéc VaR. More specifically the
Exponentially GARCH model was established in ortedeal with the weakness of
GARCH to take into account the asymmetry of thariicial data and it is expressed by

the following equation where thgparameters account the asymmetry:

g

log (6.7) = a, + 2 ('ﬂ:

i=1

=l =)+ __i(bflog (2 ©

Te; a,

The conclusion is that models that do not take axtoount the asymmetries, are not
sufficient and tend to underestimate the VaR, as been supported by Brooks and
Persand (2003a) and produce less accurate foré¢éagfslidis et al 2004).

The superiority of GARCH model was presented by réwa¢ and Harris (2002) who

concluded, after having backtested their findingst the GARCH models are better
than the rest not only under the normal but alsdeurthe Student distribution.

Furthermore Boucher et al. (2014) has reachedeadeision that when it comes to the
estimation of VaR Risk metrics and GARCH, that ga@ametric models, are among
those that provide the most accurate results. Naatb Ruiz (2010) conclude that the
forecasts of VaR based on conditional variancegu€SARCH type models as well as
symmetric leptokyrtic errors have adequate res@is.the contrary, Koopman et al.
(2005) suggest ARFIMAX, the fractionally integratadto regressive moving average
with exogenous variables, as a better model thaiRGA and this conclusion was

reached after a close research on VaR estimatds®edb&P100. The effectiveness of
GARCH models was pointed out also by Giot (2005heW it comes to the intraday
horizon, he underlined that GARCH model under thed&nt distribution provided the

most accurate VaR forecasts. In addition it is femnout by his work that once the
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volatility in an intraday basis was accounted, rmilts between the daily and intra- day

VaR were similar.

In a more general basis Angelidis et al.(2004) datdis that despite the confidence
levels and the distributions, the more flexible ARECH model is, the better forecasts
can provide regarding the VaR.

On the contrary, one of the main drawbacks of d@tegory is the assumption of
normality since it is inconsistent with the reglitisk factors do not follow the normal
distribution and thus in general the results basedhis category underestimate the
VaR.

3. Non parametric models

3.1 Historical Simulation

Historical simulation (HS) is a quite popular medreimong the financial institutions as
Perignon and Smith (2006) point out for calculatthgre can be found VaR. What's
more Pérignon and Smith (2010b) stress out thabstiT™5% of the banks estimate their
VaR by using this method. It applies current wesgtat a time series data of historical
index returns and it consider that every day aipoofa loss is accounted. These profits
and losses are then formed in a distribution; tlkecgntile of this distribution is
calculated according to the desired confidencel land then are rearranged and sorted
in ascending order. One of the characteristic & thethod is that it doesn’t underlie
any assumption for normality regarding the disttidi, the VaR is calculated using the
actual price movements and it can capture the romalities of market return as
Bangia, Diebold & Schuermann (1999) underlie. Tikisne of the main advantages of
this non parametric method is that it doesn’t médileeassumption that the risk factors
follow the normal distribution; this is a positi@spect since it provides the researchers

with the ability to account for fat tails and skesss.

The equation (7), that is presented below descihme$siS :

VaR, = F,:_-l({‘*':}?;;—i—rj (7)

12



where

F, *is theath quantile function of the assumed distribution

Apart from that, another characteristic of the &$proach is the assumption that the
distribution which is derived by past data can amplthe distribution of the future

returns.

According to literature, one of the major drawbaxkthis so usual method is it's
assumption that the returns are independent amticdély distributed (i.d.d). HS places
equal weight to the daily returns without takingpimccount the timing of the returns,
that is recent and past returns are accounted ame svhen the VaR is calculated.
Bollerslev (1986) points out that in periods ofthigy low volatility the clustering effect
is present. This is not the case when the retuesi@ assumed i.i.d and it turns out to
be more precise since the recent returns tend picctdeetter the volatility than older
ones. As a result, Zikovic and Aktan (2011) introeld the weighted historical
simulation (WHS) that place larger weights to thestnrecent observations. Another
paper by Boudoukh, Richardson, and Whitelaw (1%e@jgest a hybrid approach as an
improvement of the HS since it generalize the HSasdo place more weight to the
most recent returns. This is achieved by placings, the sum of which was equal to
unity, but they were decaying exponentially. Orfee weights are accounted the VaR is
measured using the empirical COF returns. The idea of the BRW model is that it
could be helpful especially during periods withthigplatility for example in time of a
crash since it provides better estimations reggrfiaR. But Pritsker (2001) finds that
both BRW as well as the HS pay attention only anltwer tail of the distribution and
thus assume that if a change on the upper taleflistribution takes place, it will not
affect the lower tail. According to Pritsker (2001h)e fact that either BRW or HS do
not take into account changes in VaR is linkedh® éxtent that VaR is possible to
change over a time horizon without being detectd&d. it is shown, there is a
31%probability that increases in VaR will not bepdéed in the model. A solution to
this phenomenon would be the use of GARCH (1,1).

As empirical analysis reveals the correlation betwthe VaR estimates deriving from
both the BRW and HS and the true VaR are quite thighning that the methods tend to

move together in the long run. The problem thataised though is that the above

13



methods do not capture in time the changes in Nibfaind therefore the VaR estimates

are not that accurate.

What's more the conditional variances of the refuare not calculated by the Historical
Simulation model. In an effort to deal with thignltation Hull and White (1998)
suggest that the HS should be applicable by takitg consideration the volatility

estimated with a use of a GARCH model.

After having presented the main characteristicshef models, it is constructive to
compare them with other methods used like the neeéa- covariance method with
equally weighted observations and variance coveeianith exponentially declining
weights as Pritsker (2001) has presented.

As far as the V-C with equally weighted observatitre conclusion is that it is very
close to the models under scrutiny since theylare the same characteristic; that is
they do not reckon time possible changes in vdiatil

When the BRW and HS are compared with the V-C vetiponentially declining

weights the results differ since the V-C model téodbutperform the rest. The main
reason for this is that the C-V model takes intcoant the changes in volatility
regardless of whether there are profits or lossethe portfolio while the HS and BRW
consider the changes only when losses take plabat W& more, Pritsker (2001) points
out that the exponentially weighting procedure shararacteristics with the GARCH
(1,1) model that is more accurate in forecasting® \éad therefore is more sensitive in

changes in conditional volatility.

4. Semi parametric models

Although both parametric and non parametric modedsquite spread when it comes to
the VaR forecasting, the inefficiencies that exiate made it necessary to introduce
more accurate models in order to capture markktarsl VaR. A new category of
models are the semi parametric such as the Filtdistdrical that was first presented by
Hull and White(1998) and Barone-Adesi et al. (1989)an effort to preserve the
positive aspects of both Historical Simulation &@whditional volatility models and to
create a new approach. This effort has established-iltered Historical Simulation
(FHS) which is one of the most common semi parametodel.

14



4.1 Filtered Historical Simulation

FHS is a method that estimates the quantiles basé¢ke Historical Simulation while it
accounts the skewness and the kurtosis based omstheof GARCH methods, as
O’Brien and Szerszen(2014) mention and calculdtes/ariance by using parametric
volatility model; so as to combirtee conditional heteroskedasticity and non-normalit
of the risk factors (Pritsker 2001).

This is achieved by bootstrapping returns withicoaditional volatility model such as
GARCH.

This method is considered to provide better forescaas Barone-Adesi and
Giannopoulos (1999point out since it depicts the recent data of itregket. Also the
FHS provide the percentiles in the tails of thetridistion and this is a major
improvement compared to the HS. The aforementiamedacteristic of FHS not only
facilitates the researcher to account for thes tail the distribution since the data that
must be collected regard a shorter period but piegide him with the opportunity to

stress test since it accounts the whole distributio

The above conclusion, regarding to the superiafitthe FHS, has also been underlined
by Angelidis and Benos (2006) who suggest that atdrigonfidence levels, FHS has
more accurate results. In addition one of the naaivantages of FHS is that takes into

consideration the skewness the fat tails as weah@slustering effect.

The equation that best describes this semi parammeéthod is the following:

where:

Where z. . = . _./o._.  andthey are the standardized residuals

e

The advantage of the FHS compared to the remaimadels is also described by
Angelidis et al. (2006) who conclude that when RS is combined with an ARCH or

15



a GARCH volatilitymodel, then the results are more accurate compeitecthe other

methods used to forecast VaR since it depict fatteanges in the market.

According to the literature there are two ways ideo to present the returns. There is
the devolatilising procedure according to whichéeirns are divided by an estimate of
the volatility the day the return took place and siecond is the revolatilising in which
the returns are multiplied with an estimate of tfay that VaR was measured. These
procedures present how the filtering can affeceetspof the distribution like skewness
and kurtosis. One of the characteristic of FHS eomag the margins is that when the
volatility is high the margin will be higher andcei versaGurrola-Perez& Murphy
(2015) and this happens since this method giveshasip on the current condition of
the market. That is the reason why the Filteredddisal Simulation outperforms the

Historical Simulation at any confidence level.

4.2 Extreme Value Theory

Extreme Value Theory is another semi parametricehticht is commonly used in order
to calculate VaR. According to Jorion (2007) itaidoranch of statisticiilor that has
been introduced in order to overcome the diffi@dtarising by the extreme events.
Jorion (2007) points out that EVT is applicableyooih the tails of a distribution since it
estimates the extreme events making this propkgynain advantage of this method.
One of the characteristics of the EVT is that i$ difficult to be implemented since a
Student distribution with 4 to 6 degrees of freedoam provide all the necessary
elements and lead to accurate forec&imn and Gray (2006) inferred the above after
having tested EVT with other famous both parametnd non parametric models. The

EVT is expressed using the following equation (9).

VaR, .y, = 5:—1|r“(ﬁ} 9

where
a: confidence level

1: Hill estimator of the tail index
16



T,: number of observations beyond the threshold u wiactet to be 5% of the total

sample size T

Silva and Mendes (2003) proposed that the EVT isenagcurate in forecasting VaR,
this conclusion was reached after having analysednharket indices in Asia. The
returns were not under the normal distribution tradtefore the tails could be accounted
with the use of EVT. Additionally in the papers@éncay et. Al (2003) and Cencay and
Selcuk (2004) it is proved that EVT performs betteat the rest of the parametric and
non parametric models at bigger quantiles, aftengastudied the VaR of nine stock
markets of emerging countries. Likewise Bekiros @abrgoutsos (2005) suggest that
EVT compared the predictive ability of various nwth and have concluded that
methods related to EVT like Peaks Over ThresholBTOas well as Blocks Maxima
(BM) offer better forecasts. OPT is a method inahhall the observations that exceed
a given high threshold (u) are modeled separavetyle BM is a method that divides
the sample into m subsamples that contain n obSengaand takes the maximum of
each subsample as Nieto and Ruiz (2015) explaimthém study that could be used
additionally to the previous ones is that of Jestusl (2013). This paper has focused on
the risk of foreign exchange between Dollar andoRe®sl compared the results arising
from both historical simulation and EVT. Once agidie findings supported the opinion
that VaR under the EVT methodology is better ediha

But as all methods, EVT has some drawbacks as WaHl.asymptotic characteristics of
the EVT lie on the fact that the returns are wich is usually not the case. In an effort
to deal with this negative aspect many researchave® made propositions like the
SEMPP, the Self Exciting Market Point Processas;esithey could account the time
between exceptions, Chavez-Demoulin, Davidson, MobNeil (2004) introduced the
Hawkes POT model while Herrera and Schipp (2018ypssted the ACD POT model.

Overall, according to the literature presented ENET is one of the most accurate
methods of estimating VaR. However there are stutliee Sener et al. (2012) who
point out that VaR under EGARCH models tend to Haatter performance.

17



5. Backtesting

All the models that are being used in the literatarorder to be considered trustworthy
undergo checks that are known as model validalibere are many types of procedures
like stress testing as well as backtesting. In stigly emphasis will be given on the
backtesting. According to Jorion (200 Bdcktesting is a formal statistical framework
that consists of verifying that actual losses ameline with projected losses and it
involves the systematic comparison of the histbiyaiR forecasts with their associated
portfolio returns”. If the models proved to be inefficient then theysinbe reviewed.
The importance of the backtesting can be realimeteshe Basel Committee promotes
this procedure as a model validation to all finahanstitutions. In order for the
procedure to fulfill the Basel requirements thekbasting should be based on at least
250 one-step-ahead VaR forecasts. A model is cerexidto be adequate when the
number of exceptions when estimating VaR is in lmtlh the confidence level, since if
the number of observations is either more or Ikas the confidence level, the risk is
not correctly estimated. A VaR forecast is effestif it is conditionally unbiased
(Nieto and Ruiz 2015), that is if the following edion holds:

E._1[lf]=a (10)

There are many techniques that are being usedeesiearchers, but those proposed by
Kupiec (1995) and Christoffersen (1998, 2003) ar®mrg the most widely used and
therefore this study will focus mainly on these tweethods. The benefits of the
Backtesting procedure according to literature demtyg since the related parties can
determine which model is effective in order to atdte VaR. As a result, when the VaR
forecasts are accurate, the requirements of theslBasmmittee for the Banking

Supervision are fulfilled.

5.1 Unconditional coverage

One of the methods that will be presented will e dne introduced by Kupiec (1995).
According to this test the number of the times taR cannot predict the realized
losses follow a binomial distribution. The null logpesis which states that the realized
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losses are equal to the calculated ones; H[l*] = o, should not be rejected. The

equation that depicts this criterion is the follagi

NAT N N
e =21 (3) " (F)

Where N is the proportion of failures, that is, theys in which the losses were higher

-
o

— 2 111[(1 - J':':IT_NJ':':\:] ~ AT (11)

than the VaR forecasts and foII0W§261) distribution.

In addition as far as the unconditional coveragermon is concerned, Escanciano &
Pei (2012) point out that it is not consistent wliteoomes to detect the non optimal
VaR forecasts based on HS and FHS methods. Thenessds of the unconditional
coverage have been also presented by de la Peha(2007). In this paper the author
proposes a switch between the null and alterndimothesis in order to increase the

odds of selecting the right model.

5.2 Independence coverage

Another notable backtesting criterion that is comiygresented in the literature is the
one proposed by Christoffersen (1998,2003). Itnsase sophisticated criterion since it
measures if the total number of failures is stiaadly equal to with the expected ones.
Apart from that it examines if the VaR violation® andependent. In order to examine
the first assumption the Kupie’s (1995) equatiooutth be used, while the second is

calculated by a likelihood ratio statistic kRsing the following equation:
LRlND: 2(|n(1_‘n01)n00n01n01 1%11)n10n11n11)_|n((l_ﬂo)n00+n10non01+nl5) - X12 (12)

Where the null hypothesis iSHE[I% | 1%.4] = a.

5.3 Conditional coverage

The conditional coverage is a combination of thevabbacktesting criteria and the

likelihood ratio statistic is the following

LB= LRinp +LRuc (13)
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Each statistic follows thg’(1) distribution while their combination (CC) folls a
().

The aforementioned tests help the researchersniietewhether the model is accurate
or not, but this procedure is not always easy sme@y methods at the end are not
characterized as trustworthy (Angelidis and Degéas 2007). Backtesting is a
difficult procedure and therefore many were thecaeshers who tried to implement
improvements by introducing new models. One of thenhe procedure suggested by
Lopez (1999) which is considered to be the secaages after the implementation of
the two criteria. Lopez suggested a new methodvibald base the VaR evaluation on
a loss function. The idea behind this model is tovigle a close to reality utility
function that would take into account more than gokatility forecasting technique.
For this purpose the distance between the failufes violation happened, should be
measured. The model is described by the followegation (14).

P, = {[__1.':_1_ —VaR,.., r}' if aviolation takes place (14)
0 otherwhise

where:

¥: the total loss value

The VaR model that produces the most accurate detecwould be the one that

minimizes the total loss value.

Although the backtesting is a helpful tool in orderfind the most appropriate and
effective model, Escanciano and Olmo (2010), stesgsthat both conditional and
independence procedure can provide with wrong tesihce they do not take into
consideration the parametric estimation. In orderovercome this weakness they
proposed a dynamic parametric VaR .

A very interesting outcome presented by Alexandet 8heedy (2008) after having
backtested the Historical Simulation, one of thesmcommonly used methods for
estimating VaR, is that it is not that effective nmany cases and therefore it is not
suitable when it comes to stress testing.
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6. Expected Shortfall

VaR is considered to be an accurate method for unegsthe market risk and the Basel
Committee urge all he financial institutions toctdhte VaR. However, it still tends to
have some weaknesses. Artzner et al (1997, 199®)ludes that in a portfolio, the
overall VaR estimation could be misleading, sinomputing the individual VaRs and
then adding them up may lead to underestimationthd same direction Angelidis and
Skiadopoulos (2008) point out that VaR is not aezeht measure of risk. A measure of
risk should fulfill four properties in order to lwensidered coherent, that is to have sub-
additivity, homogeneity, monotonicity and risk freeondition. (Angelidis and
Degiannakis 2007).

The limitations of VaR have been lined up by O’'Briand Szerszen (2014) since it
cannot provide with information in the case that fhotential loss is bigger that the

forecasted VaR and account for tail risk.

In order to overcome the weaknesses of VaR, Exgestortfall (ES) was introduced.
ES is a more conservative measure of risk as is pagre attention on the less
profitable outcomes and it is defined as the awerags over the losses that have

exceeded VaR and its equation is depicted below:

ES(a) = E[y.ly, = —Var(a)] 19

Furthermore, Basak and Shapiro (2001) proposetintited expected losses-based risk
management (LEL-RM), a model that put more weighttloe expected losses, once

they take place.

ES provide information regarding a possible losggér than the forecasted VaR,
making it an accurate measure of risk. In mostése ES is calculated using the past
Profits and Losses under a GARCH model. The stddy’'Brien and Szerszen (2014)
reveals that during pre crisis periods the estimate quite accurate, although this is not
the case in periods of high volatility where thegd to be understated.

On the other hand Expected Shortfall do not contbout a cost. Yamai and Yoshiba

(2005) cite that in order for the ES to provide faene accurate forecasts as the VaR,
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the use of a more data and a bigger sample isregfjuiast but not least according to

their study in cases of a heavy tailed distributible ES has low accuracy.

7. Empirical Investigation and Methodology

The purpose of this study is to evaluate the ptegi@bility of VaR methods regarding
the European Stock Exchanges the years that fatldive burst of the global economic
crisis of 2008. In order to do so, the dissertafiocuses on the closing prices of six
European countries that were split into two grodpee first group consists of the three
largest European economies; Germany, France artddJKingdom. The second group
contains European countries that have been undedM®E rescue programs and more
specifically Iceland, Portugal and Ireland. The rdoies that were under a rescue
program faced a number of changes in their ecorerifaen the global financial crisis
burst, their market volatility increased dramalicand so were the spreads, leading to
an increase in the borrowing rates. As a resudtcthuntries’ bonds have stopped being
traded in the financial markets since the countviese borrowing money from the
parties involved. On the other hand the countriethe first Group, that is the richest
countries in Europe, although their economies viritaenced by the global financial

crisis, their economies and their stock indicesitlidndergo such a dramatic change.

This dissertation will try to investigate whethdret severe conditions that some
European countries faced during the late finanmigis as well as their participation in
a program lead to differences between the two Grompen it comes to the VaR

calculation.

Germany is the richest country in the Europe arspitie the latest financial crisis the
country’s GDP was increased 1,7% during 2015. @iyil French GDP was higher in
2015 by approximately 1,2% compared to the previeer, making France the third
bigger economy of the EU. Last but not least, theif)the second larger economy in
the Europe and has been the fastest growing econb@y countries for four years in a

row.

On the contrary countries like Portugal, Iceland &reland have seen their economies
shrinking and facing even the danger of defaukeraftie burst of the 2008 financial

crisis. The results of the crisis in Portugal gdrin 2010. The political instability and
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the increase of interest rates and CDS urged Partagurn to the EU and the IMF for
a rescue package of 78€ billion in order to stabithe economy. The country exited the

€78 billion program in November 2014.

Ireland at the end of 2007 was considered to bd'thichest country based on the GDP
per capita, but the collapse of Lehman Brothersthasxtended financial exposure that
the country had, lead Iceland to one of the wocrgtnemic crisis of the country’s
modern history. The nationalization of Banks insezhthe country’s debt dramatically
while the capitalization of the Icelandic stock kaonge was decreased by 90%. On
November 2008 the country agreed with the IMF fpaakage of 1,5€ billion and made
a 2,5€ package agreement with Norway, Sweden Deénarad Finland. On 31of

August 2011 the program was successfully completed.

Ireland was another European country that facediémger of collapse and turned to a
bailout program in order to avoid bankruptcy. Acting to the Central Statistic Office
(CSO), Ireland was the first member of the euroezdhat faced recession. On
November 28 2010, Ireland made a 85€ billion agesegmvith EFSF and the IMF in
order to deal with the crisis. On December 201&i@ exited the bailout program and

managed to have access to the financial markets.

The purpose of the study is to shed light on whetihe performance of the countries’
economies the last years affects the predictalofithe VaR methods. The sample size
is a very important factor and in the literatuteere can be found many papers that try
to conclude which sample size is more appropriéteere are those in favor of big
samples such as Hendricks (1996), Vlaar (2000) Rawielsson (2002) who suggest
that when the sample size is bigger, the VaR etomawill reflect the reality better.
On the other hand, Hope (1998) points out that simgosmaller samples is better since
the estimation based on smaller samples is moreraec Frey and Michaud (1997)
seem to agree with this opinion since accordinghtr paper small samples depict

better the changes that might occur.

The horizon under scrutiny in this dissertationgesbetweenLJanuary 2000 and 99
July 2016 for the five out of six countries. Regagdiceland the data is betweeft 1
January 2001 and ?auly 2016. The data set was divided into two mkvidrhe first,
between 1 January 2000 to 81December 2007, was used for the in -sample asalysi

The second starting from January 1, 2008 and endidgly 29 2016 was used in order
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to forecast the VaR methodologies. The year 2008 sed as the starting point of the
out of sample analysis, since then the burst ofatest economic crisis took place. The
non trading days were excluded from the data akasethemissing values and missing-
zero valuedn order to add more accuracy, the daily returnsewellected and used
since they can capture better the conditions on Ebheopean Stock Exchanges.
Furthermore by using daily returns the phenomenonotse and excessive variance
could be reduced. In addition, the adjusted clppirces were used, since they provide
a better insight regarding the corporate actioas tilok place before the opening of the
Stock Exchange. Apart from that the models werenagéd with log returns since their
use offer benefits to the researchers, such as neahstability since it deals with the

arithmetic underflow as well as time additivity.

8. Data Analysis

8.1 Descriptive statistics

The analysis begins with the Descriptive Statistibich is a useful tool in the

estimation of VaR since it is calculated by takimjo consideration the standard
deviation as well as the mean of the countriesicesl Table 1 summarizes all the
relevant information regarding the descriptive istets for all the countries that are
examined. The mean, that corresponds to the aveetgen that the European Stocks
had, for all of the six countries is close to zereaning that there is no predictability in
the market; there are no persistent long term ipesttr negative returns. In the case of
France, UK and Ireland the mean is negative. Icetppears to have the biggest return
approximately 0,089%, while the standard deviatpovides info regarding their

volatility in the time horizon examined.

The analysis also reveals that the returns of mldexes are not following the normal
distribution, since the skewness is different tlk@no and the kurtosis is bigger than
three. What's more the Jarque—Bera testfirms the non normality of the distributions.
According to the test the rejection of the null bigesis (H) indicate hon normality, while the
rejection of the alternative one {Hndicates normality. As it can be seen, the meas smaller

than the critical value of 0,05 meaning that thehifpothesis is rejected in all countries.
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Germany France UK Iceland Ireland Portugal
Mean 0,0000877 -0,0000258 -0,0000239  0,0008900  -0,0002410 0,0000466
Median 0,0007940 0,0003370 0,0004120 0,0011900 0,0009690 0,0002910
Maximum  0,0755270 0,0700230 0,0590260 0,0504360 0,0354050 0,0429760
Minimum  -0,0665220 -0,0767810 -0,0588530 -0,0447800 -0,0590600 -0,0463170
Std Dev 0,0154920 0,0139680 0,0113660 0,0086620 0,0118000 0,0092800
Skewness 0,0457990 -0,0927390 -0,2227210 -0,5286370  0,6321350 -0,4202930
Kurtosis 5,7529040 5,9616490 6,0733020 6,6159080 5,1792240 5,9339030

Jarque-Bera  642,3550  748,1232  812,8755 1021,2770 532,1234  782,7954

Probability 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000

Table 1: Descriptive Statistics of the daily log returns

The Figurel below present the distributions otalintries.
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Figure 1: Frequency Distribution

In order to provide an insight into the stock Indgxeturns, the study provides also a
plot of the Returns for the years under scruting.itAs presented in the below Figures
there seem to be a pattern regarding the Retuensd? characterized by high volatility

are to be followed by periods of high volatility agell. Similarly periods of low
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volatility are followed by periods that tend to lalow volatility. In addition an
interesting finding is that the returns are contumly compounded. This pattern is
visible on the Figures presented for all the caastr One interesting point is presented
in the plot graph of Iceland where on October 2@08re has been a significant
decreaseOn October 1% 2008, there was observed a large scale decredke index
return from a 2771, 16 to a 919, 25 because Ic&arehtral bank has abandoned an

attempt to peg its currency with the euro and dolan Figure 2 the plot of returns can
be seen.

UK Plot of returns Iceland Plot of returns

Germany Plot of returns

France Plot of returns
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Figure 2: Plot of returns

Another important matter for which the data werstdad is the whether they are
stationary or they have unit root. The meaningtafi@narity is quite important when it
comes to the time series data since it can affecbehavior of the data. If the data are
non stationary and a for example a shock occuite@ersistence would last forever. In
order to make sure whether the data are statiotineryDickey Fuller test was used,
according to which the null hypothesisgfHndicates unit roots while the alternative

26



(H,) indicates stationarity. Figure 3 below depicte tlesults according to which the

time series for all the six countries are statigrgince the null hypothesis is rejected

(p<0.05).

UK
Augmented Dickey Fuller Unit root test
Null Hypothesis: there is unit root
Exogenous: Contstant
Lag Length: 2 (Automatic - based on SIC,
maxlag= 25

Portugal
Augmented Dickey Fuller Unit root test
Null Hypothesis: there is unit root
Exogenous: Contstant
Lag Length: 2(Automatic - based on SIC,
maxlag= 25

t- statistic Prob*

Augmented Duckey Fuller
test stat -29,5810 0,0000

t- statistic Prob*
Augmented Duckey

Fuller test stat -23,8755 0,0000

* MacKinnon (1996) one sided p- values

* MacKinnon (1996) one sided p- values

France
Augmented Dickey Fuller Unit root test
Null Hypothesis: there is unit root
Exogenous: Contstant
Lag Length: O (Automatic - based on SIC,
maxlag= 25

Germany
Augmented Dickey Fuller Unit root test
Null Hypothesis: there is unit root

Exogenous: Contstant
Lag Length: O(Automatic - based on SIC,
maxlag= 25

t- statistic Prob*
Augmented Duckey Fuller
test stat -45,9201 0,0001

t- statistic Prob*

Augmented Duckey Fuller
test stat -46,7089 0,0001

* MacKinnon (1996) one sided p- values

* MacKinnon (1996) one sided p- values

Ireland
Augmented Dickey Fuller Unit root test
Null Hypothesis: there is unit root

Exogenous: Contstant
Lag Length: 0 (Automatic - based on SIC,
maxlag= 25

Iceland
Augmented Dickey Fuller Unit root test
Null Hypothesis: there is unit root

Exogenous: Contstant
Lag Length: O(Automatic - based on SIC,
maxlag= 25

t- statistic Prob*
Augmented Duckey
Fuller test stat -41,4613  0,0000

t- statistic Prob*

Augmented Duckey Fuller
test stat -42,4333 0,0000

* MacKinnon (1996) one sided p- values

* MacKinnon (1996) one sided p- values

Figure 3: Dickey- Fuller test results
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The first method presented for calculating VaR hrs tdissertation is the Variance-
Covariance, since is one of the simplest one. athod takes into account the closing
prices of the Stock Exchanges and based on thealpititfp theory calculates the

maximum loss that the Index could face within a.dais named Variance Covariance
method since it uses the standard deviation otkb&ing prices and assuming that the
normal distribution is followed, the VaR is calddd using a certain confidence level.

Table 2 presents the VaR for the countries undettiag.

Germany France UK Portugal Ireland Iceland
VaR -2,54% -2,48%  -2,02%  -2,04%  -2,33%  -3,37%

Table 2: VaR results under the Variance Covariance method

As far as the VaR is concerned, it was calculatetbking into account the mean and
the variance of each country while the percentitd tvas used is 1,645 that correspond
to a 95% confidence interval. The VaR results regmé the maximum loss that is
expected to take place in the countries underisgrbaised on the confidence level and
time horizon presented above. It can be deductedat a percentage it is close to all
examined countries irrespective of whether the ttgurelongs to the first or the second
Group. The only divergence that can be observedrdsgiceland indicating that it the

maximum expected loss is the bigger among theia@eatl countries.

Overall, although the Variance Covariance methodasy to implement it is not the
appropriate method to forecast VaR. This was caeduafter having applied the
backtesting procedure by using the three mainr@ifeund in the literature. The first is
the one proposed by Kiupiec and is known as untiondl coverage. In addition there
is the one proposed by Cristoffersen and it isscalhdependence coverage. Last but not
least the combination of both is the conditionalezage. The conclusions derived are
the following; regarding the three biggest econ@n{i@ermany, France and UK) the
method is rejected at all significance levels byhgsll the three criteria. As far as the
second Group is concerned the V-C method is algetesl in Portugal, and Iceland,
with the only exception to be the case of Irelandere it is rejected at a 99%
confidence level but not at the 95%. This outcoeals that V-C method could not be
used accurately in order to forecast VaR for theogeian Stock Exchanges during the
latest financial crisis. In addition, the partidipa of a country to a rescue package does
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not seem to affect the predictive ability of V.&tnce many times is the above method
underestimates the true VaR, more methods shouichplemented in order to make

accurate estimations.

8.2 Historical Simulation

Historical Simulation is also a commonly used mdthar forecasting VaR, since it is
easy to implement. The results presented below tertiffer from those of the V-C
method, since there are differences in the HS \GaBchst among countries in the same
Group. Specifically UK’'s HS VaR is significantlyer than those of Germany and
France which are identical. The same applies tocthentries of the second Group.
Portugal’'s HS VaR is lower compared to VaR of Ineland Iceland.

As far as the examined European Stock Exchangesoacerned, the method seems to
be inadequate when it comes to the forecastinga®.\More specifically, regarding
95% confidence level in German, French and UK inhexmethod is rejected by all the
three criteria. At a 99% confidence level it is ngjected for the whole Group under all
the criteria. The results for the countries of $keond Group indicate that the method is
rejected at all confidence levels. That means tiatmethod cannot provide accurate
forecasts in countries that have faced severe eaonoroblems during the crisis. The
following Table 3 summarizes the VaR results foittaé countries. The positive aspect
of the HS VaR method is that it doesn’t take faarged the normality of the returns
distributions; this was presented above in the rij@sce statistics since none country

follows the normal distribution. Therefore fat sadnd skewness can be accounted.

The Figure 4 below depicts the HS VaR at a sigaifee level of 5% for the examined
Group of the countries analyzed above, while thiel@sprovide the graphs for the two
Groups. The analysis reveals that the returnseofrtiexes are not following the normal
distribution, as the V- C method assumes, sinceskle@/ness is not different than zero
and the kyrtosis is not equal to three. The HS WaRthe countries represents the
maximum loss that can occur at a 95% confidencelland at the specified time

horizon. In addition Table 3 depicts the ongoing VR for the time under scrutiny.
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HS VaR 5%

Germany
-3,40%

France
-3,40%

UK
-2,62%

Ireland
-3,26%

Portugal
-2,72%

Iceland
-3,43%

Table 3: VaR results under the Historical Simulation method

Apart from that, the below Figure 4 depicts thepbieal presentation of the HS VaR.
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Figure 4: HS VaR graph

8.3 Filtered Historical Simulation

In an effort to overcome the disadvantages of tistocal Simulation, the researchers
have turned to Filtered Historical Simulation whicbhmbines the positive aspects of

both parametric and non parametric models. Sinasds a combination of econometric

models and historical returns, the risk forecasts derived from the tails of the

distribution.
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FHS uses a combination of nonlinear econometricatsodnd past returns to build the
probability distribution of possible values thaethsset (risk factor) could take in the
days ahead. Risk estimates are directly derivea tiee tails of the distribution. One of
the major advantages of this method is that it cw@es to a great extend the biasness
that is easy to appear when it comes to the ubestarical data.

The FHS was used in order to make forecasts ragakiR in the years that followed
the burst of the global financial crisis and tisatvhy an out of sample analysis was

undergone .Graph 5 depicts the FHS VaR.
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Figure 5: FHS VaR graph

8.4 Expected Shortfall

The Expected Shortfall was introduced as a newaagbr for calculating VaR in order
to overcome the inefficiencies of the VaR methdfS.provides the probability under a
certain confidence level that the loss will be ¢gedahan that of VaR. It is a more
conservative way of calculating market risk sinoe less profitable outcomes are given
more weight. The Expected Shortfall is calculatgdh®e weighted average of the VaR,
as well as the losses that are bigger than VaRe litdrature review shows that during
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the last few years, ES was increased in popularitge the method satisfies the sub-

additivity property as Chen (2008) suggests.

Table 4 below summarizes the results for the straid countries

Country Expected Shortfall
Germany -4,61%
France -4,49%
UK -3,76%
Portugal -3,82%
Ireland -4,67%
Iceland -4,89%

Table 4: Expected Shortfall

The main conclusion is that Expected Shortfall doagsulate the expected loss in a
more conservative way. The results are signifigahiigher compared to the VaR
methods presented above. It means that accordirthisomethod the loss that the
European Stock Exchanges could face exceeds thefdoscasted by VaR. The only
outcome that remains common when compared wittHtBevaR is that both the UK

from the Group of the richest countries and Pottérgan the second Group continue to

have a lower ES percentage as compared to theaibatries of their Groups.

8.5 EVIEWS results

The econometric package that is used in this detsan is E views, which is widely
used in research especially in the fields of ecaosmin the following sections the

results of the econometric analysis are presented.

8.5.1 ARCH

ARCH is a non linear model that is commonly usedinance when it comes to time
series data. The main advantage of the ARCH maddlsat they do not assume that
the variance is constant and therefore they caaritbeshow the variance of the errors
evolves through time (Brooks, 2008). hddition, the ARCH models can depict
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volatility pooling that is the tendency of largeaciges to be followed by equally large

ones. In all the models presented in this disserntathe lag length is 1 and the

Autoregressive model was a first model AR(1). Mspecifically, below the ARCH(1)
with AR(1) was used.

The p-values of the ARCH models can make reseadiecide whether to reject the

null hypothesis that assumes that the coefficieties are zero or not. The F statistic

will be used in order to test whether the ibl rejected or not. If the p-value is smaller

than the critical one, then the null hypothesisreégected. More specifically the

hypothesis for the ARCH models is presented below.

Ho: The coefficients: are zero (homoskedasticity)

Hi: The coefficients are different from zero (heté&egasticity)

In the Table 5 that follow the results for the crigs are presented.

Table 5: ARCH(1) with AR(1) results

Dependent Variable: GERMANY

hethod: ML - ARCH (Marguardt) - Mormal distribution

Date: 10/08M16 Time: 12:11
Sample {adjusted): 2 2027

Included observations: 2026 after adjustments
Convergence achieved after 14 iterations
FPresample vatiance: hackeast (parameter=0.7)

GARCH = C{3) + CI4RESID-1"2 +

C{E"GARCH-1)

Dependent Variable: FRANCE

hethod: ML - ARCH (Marguardf) - Marmal distribution

Date: 1070816 Time: 12:01
Sample {adjusted): 2 2027

Included observations: 2026 after adjustments
Convergence achieved after 10 iterations
Presample vatiance: hackcast (parameter=0.7)

GARCH = C{3) + CI"RESID-1)"2

Yariable Coefficient Std. Error Z-Statistic Frob. Yariahle Coefficient Std. Error Z-Statistic Prob.
= 0.000637 0.000242 2631536 0.008s = 2.02E-05 0.000282 0.071580 09425
AR -0.031803 0.024513 -1.2973749 0.1945 AR -0.012612 0.020740 -0.608102 05431
“ariance Equation wariance Equation
o3 1.897E-06 4 83E-07 4074768 0.0000 o3 0.000148 3.83E-06 38.680823 0.oooo
RESIDi-1)"2 0.0870a87 0011240 7.745390 0.0000 RESID-1"2 0.250811 0029774 8.423740 0.o00o
GARCH-1) 0902616 0.011798 TEA0646 0.0000
R-squared 0.000303 Mean dependentvar T.79E-06
R-squared -0.000009  Mean dependentvar 8.66E-05 Adjusted R-squared -0.000191 5.0, dependentvar 0.0135958
Adjusted R-=quared -0.000503 5.0, dependentwar 0.015500 SE. of regression 0.013959  Akaike info criterion -5. 761161
SE. ofregression 0.015503 Akaike info criterion -5.904506  Surm sguared resid 0.394410 Schwarz criterion -5.750078
Sum squared resid 0.486483 Schwarz criterion -5.8580652  Log likelihood 5840.056 Hannan-Guinn criter. -5.757094
Log likelihood A986.265 Hannan-Quinn criter. -5.899422  Durhin-Watson stat 2016421
Durbin-YWatson stat 2.007826
Inverted AR Roots -.01
Inverted AR Roots -.03
Dependent Wariable: LK Dependent Variable: ICELARD
Method: ML - ARCH {Marguardt) - Marmal distribution Method: ML - ARCH iMargquardt) - Marmal distribution
Drate: 10/08M16 Time: 12:06 Crate: 10/08M 6 Time: 12:03
Sample {adjusted): 2 2027 Sample {adjusted): 2 2027
Included observations: 2026 atter adjustments Included ohservations: 2026 after adjustments
Convergence achieved after 10 iterations Convergence achieved after 351 iterations
Frezample variance: backcast {parameter= 0.7} FPresample variance: backcast {parameter= 0.7}
GARCH = C(3) + CARESID-1)2 GARCH = C(3 + C"RESID-1)"2
Wariable Coefficient Std. Errar Z-Statistic Prob. Wariahle Coefficient Std. Errar Z-Statistic Prob.
o3 T.BYE-05 0.000205 0.383804 0.7011 o3 0.004121 0.000299 13.76923 0.0000
AR -0.064586 0.016885 -3.824930 0.0001 AR 0.688105 0.007740 88.90758 0.0000
Wariance Equation YWariance Equation
o3 8.77E-05 2 47E-06 3551894 0.000a0 o3 3.47E-05 1.45E-06 23.94459 0.0000
RESID{-1)"2 0.345053 0.034479 10.0076S o0.00oo RESID-1)"2 6. 466514 0.105594 B1.24213 o0.000o0
R-squared 0.003967 Mean dependent var -2 42E-05 R-squared -0.396164 Mean dependent var -0.000584 33
Adjusted R-=quared 0.003475 5.0 dependent var 0.011355  Adjusted R-squared -0.396854 5.0, dependentwvar 0.027167
S.E. of regression 0.011335  Akaike info criterion -6.209359  S.E. ofregression 0.032108  Akaike info criterion -5.4507449
Sum squared resid 0260063  Schwarz criterion -6.198275  Sum =quared resid 2086633  Schwarz criterion -5 439665
Log likelihood 6294080 Hannan-Quinn criter. -6.205292  Log likelihood 5525 608 Hannan-GQuinn critar. -5. 446682
Dwurbin-wWatson stat 2003973 Dwirhin-watson stat 2865562
Inverted AR Roots -.06 Inverted AR Roots B4




Dependent Wariahle: IRELAND

hMethod: ML - ARCH {Marguardt) - Mormal distribution
Date: 10/0816 Time: 12:04

Sample {adjusted): 2 2027

Included observations: 2026 after adjustments
Convergence achieved after 9 iterations

Fresample variance: backcast (parameter=0.7)
GARCH = C(3) + CIA"RESID-132

Dependent Variahle: PORTUGAL

Method: ML - ARCH {Marquardt) - Marmal distribution
Date: 10/0816 Time: 12:06

Sample {(adjusted): 2 2027

Included ohserations: 2026 atter adjustments
Convergence achieved after 12 iterations
Fresample variance: backcast (parameter=0.7)
GARCH = C(3) + C{A)*"RESID(-13"2

Variahle Coefficient Std. Errar Z-Statistic Proh. Wariahle Cuoefficient Std. Error Z-Statistic Froh.
o 0.000332 0.000253 1312131 0.1884 [ 0.000242 0.0002145 1.125284 0.26045
AR 0.090142 0.021136 4.264735 0.00o0 AR 0.109826 0.019030 5.771098 n.00o0
Wariance Equation Wariance Equation

o 9.46E-05 2.43E-06 38.99993 n.00o0 c 5.92E-05 1.6TE-06 35475931 n.00o0

RESID(-13"2 0217175 0.026674 2141526 0.00o0 RESID{(-13"2 033093 0.033897 9.734184 n.00o0

R-squared 0.006341 Mean dependent var 0.000132  R-squared 0.006948 Mean dependent var A.26E-08

Adjusted R-squared 0005850 5.0 dependentvar 0.010834 Adjusted R-squared 0006457 5.0 dependentvar 0009221

5.E. of regression 0010802  Akaike infa criterion -6.238849  S.E ofregression 0.009191  Akaike info criterion -6.611680

Surm squared resid 0.240543  Schwarz critetion -6.227866 Sum squared resid 0170987  Schwarz criterion -B.B0059T

Log likelihood 6324.056 Hannan-Quinn criter. -6.234882 Log likelihood 6701.632 Hannan-Quinn criter. -G.607E13
Durhin-YWatson stat 2017632 Durhin-YWatson stat 2043380

Inverted AR Roots .09 Inverted AR Roots AN

According to the ARCH model above, at a 5% confadetevel, the coefficient’s
Resid(-1)"2 p-value is lower than the critical doeall countries indicating that theyH
is rejected and therefore there is heteroskedpstiBince the K cannot be rejected it
means that at least one of the coefficients isifsogmt. Therefore a GARCH model

should be implemented.

8.5.2 GARCH

The GARCH model that was first introduced by Bdllev (1986), allows the
conditional variance to depend on its previous tags. The positive aspect of GARCH
models is that they are more parsimonious and awed fitting. This section describes
the results for GARCH (1,1) model that can be seehe following tables.

The hypotheses for the models are the following:

Ho: The coefficients are not statistically signifitan

Hi: The coefficients are statistically significant
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Table 6: GARCH(1,1) results

Dependent Variahle: GERMANY

method: ML - ARCH (Marquardf) - Mormal distribution
Date: 100816 Time: 12:11

Sample (adjusted): 2 2027

Included ohservations: 2026 after adjustments
Convergence achieved after 14 iterations

Presample variance: hackcast (parameter=0.7)
GARCH = C(3) + C(4)*RESIDE112 + CISy* GARCHI-1)

Dependent¥ariable: FRAMNCE

hethod: ML - ARCH {Marguardt) - Rormal distribution
Date: 10/08M 6 Time: 12:11

Sample {(adjusted): 2 2027

Included ohservations: 2026 after adjustments
Convergence achieved after 11 iterations
Presample variance: backeast {parameter=0.7)

GARCH = C(3) + CIARESIDE)2 + CEFGARCH(-13

Yariahle Coefficient Std. Error z-Statistic Prah. Yariable Coefficient Std. Error z-Statistic Prob.
C 0.000637 0.000242 2631536 0.008s [ 0.000487 0.000223 2179432 00293
AR -0.031803 0024513 -1.2873749 01945 AR -0.044169 0.024277 -1.819374 0.0689
“Wariance Equation “Wariance Equation
C 1.97E-06 4 83E-07 4074768 0.0000 [ 1.59E-06 4.27TE-07 3724623 o.oooz
RESID-132 0.087057 0.011240 7.7453490 0.0000 RESID{-1*2 0.081517 0.009827 8.211358 00000
GARCH(-1) 0.902616 0.011748 7650646 0.0000 GARCHI-1) 0.909442 0.010760 8452184 o.oooo
R-squared -0.000009  WMean dependent var 8.66E-08 R-squared -0.001626 Mean dependent var ¥.T9E-06
Adjusted R-sguared -0.000503 5.0 dependentvar 0.015500  Adjusted R-squared -0.002120 3.0 dependentwvar 0.013958
S.E. of regression 0.015503  Akaike info critetion -5.8904506  S.E. of regression 0.013973  Akaike info criterion -6.058T226
Sum squared resid 0.486483  Schwarz criterion -5.880652 Sum sgquared resid 0.3895171  Schwarz criterion -6.043371
Log likelihood 5986.265 Hannan-Quinn criter. -5.888422  Log likelihood 6140970 Hannan-Cluinn criter. -6.052142
Durbin-Watson stat 2007826 Durhin-YWatson stat 1.952488
Inverted AR Roots -.03 Inverted AR Roots -.04
Dependent variakle: Lk Dependent Variahle: ICELAND
Method: ML - ARCH {Marquardi) - Mormal distribution Methad: ML - ARCH {Marquardf) - Mormal distribution
Date: 10708716 Time: 1212 Date: 1060816 Time: 12:11
Sample {adjusted): 2 2027 Sample {adjusted): 2 2027
Included ohservations: 2026 after adjustments Included abservations: 2026 after adjustments
Comvergence achieved atter 11 iterations Corwvergence achieved after 111 iterations
Fresample variance: backeast (parameter= 0.7} Presample vatiance: backeast (parametar= 0.7}
GARCH = C(3) + C(4"RESID(1)"2 + C{5*GARCH(1) GARCH = C{3) + CH4*RESID-13"2 + C{E™GARCH{-1)
Yariahle Coeflicient Std. Error Z-Statistic Froh. Yariahle Coefficient Std. Error Z-Statistic Froh.
[ 0.000329 0.000170 1926793 0.0540 [ 0.000966 0.000165 5.8508353 0.0000
AR -0.068769 0.023952 -2.8710832 oood AR(T) 0.041771 0.023586 1770974 0.076E
Wariance Equation Wariance Equation
[ 1.43E-06 3.94E-07 3618941 0.0003 C -1.00E-07 470E-08  -2130636 0.0331
RESID{-13"2 0110202 0.012256 9.991301 0.0000 RESID(-1)2 0171520 0.004652 36.87097 0.0000
GARGH(-1) 0878946 0.013296 BE.10634 0.0000 GARCH(1) 0.896357 0.001308 GE6.6654 0.0000
R-squared 0.002931 Mean dependent var -2 42E-05 R-sguared 0.000125 Mean dependent var -0.000584
Adjusted R-squared 0.002438 S.0. dependentwvar 0.011355 Adjusted R-squared -0.000369 S.D. dependentvar 0027167
S.E. of regression 0.011341  Akaike info criterion -6.503151 S.E. ofregression 0.027172  Akaike info criterion -6.304696
Sum squared resid 0.260333  Schwarz criterion -6.489297  Sum squared resid 1.494360  Schwarz criterion -6.290242
Log likelihood 6592692 Hannan-GQuinn criter. -6.498068 Log likelihood 6391.658 Hannan-Guinn criter. -6.299613
Durbin-YWatson stat 1.993893 Durbin-Yvatson stat 1.861170
Inverted AR Roots -a7 Inverted AR Roots .04
Dependent Variahle: IRELAND Dependent Variable: PORTUGAL
Method: ML - ARCH (Marquardty - Marmal distribution Method: ML - ARCH {Marguardt) - Mormal distribution
Date: 10/08M16 Time: 12:12 Date: 1070816 Time: 1212
Sample (adjusted): 2 2027 Sample (adjusted): 2 2027
Included observations: 2026 after adjustments Included ohservations: 2026 after adjustments
Convergence achieved after 20 iterations Convergence achieved after 19 iterations
Fresample variance: hackeast {(parameter=0.7) Fresample variance: hackeast (parameter=0.7)
GARCH = C(3) + CHPRESID{-1)2 + CEGARCH-1) GARCH = C{Z) + CHUPRESIDE1)2 + CEGARCHE)
Yariable Coefficient Std. Error 2-Statistic Frob. Variahle Coeflicient Stdl. Errar Z-Statistic Frah.
C 0.000723 0.000230 3.145097 0.0o17 o 0.000B51 0.000183 3.555548 0.0004
AR(T) 0.055027 0.024144 22790149 0.0227 AR(1) 0.079516 0.0229498 3.470483 0.0005
Yariance Equatian Wariance Equation
C 3.41E-06 4.749E-07 7168019 0.o0oo c 8.87E-07 1.93E-07 4509657 n.aooo
RESID(-13"2 0.097464 0.010268 9.491992 0.0000 RESID(-13"2 0.0802493 0.008290 9 686035 0.00o0
GARCH(-1) 0.876787 0.011781 7442609 0.0000 GARCHI-1) 0.909511 0.009328 97.50570 0.00o0
R-=qguared 0.003408 Mean dependentvar 0.000138 R-squared 0.0041668 Mean dependent var 4.26E-05
Adjusted R-squared 0002916 5.0 dependent var 0.010834  Adjusted R-squared 0.003674 5.0 dependentvar 0.009221
S.E. ofregression 0.010918 Akaike info criterion -6.374118  S.E. of regression 0.009204  Akaike info criterion -6.201800
Sum sguared resid 0.241253  Schwarz criterian -6.360264  Burn sguared resid 0171466  Schwarz criterion -6.788046
Log likelihood B461.982  Hannan-Quinn criter. -6.369035  Log likelihood 895,326  Hannan-Gdinn criter. -6.7T96816
Durhin-Watzon stat 1.942379 Durhin-Yvatson stat 1.979243
Inverted AR Roots 06 Irverted AR Raoots .08
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To sum up, all the GARCH (1,1)

, except the IcelandR(1) coefficient, are

statistically significant at a 5% significance lev&ince p critical is lower than the p-

values of their coefficients and hence the nulldiiipsis is rejected. An important result

is that the null is rejected in both Groups indiogitthat the participation in a rescue

program didn’t affect the results.

8.5.3 EGARCH

The EGARCH model that was introduced by Nelson {398 another form of the
GARCH model that tries to spot volatility clusteginMore specifically EGARCH

models can be found useful in cases where pos#ne negative shocks of equal

magnitude do not affect volatility in the same wage analysis of EGARCH (1,1) for

the countries under scrutiny is presented below.

Table 7: EGARCH(1,1) results

Dependent Variable: GERMANY

Methad: ML - ARCH {Marquardt) - Mormal distribution

Date: 1000816 Time: 12:17

Sample (adjusted): 2 2027

Included ohservations: 2026 after adjustments

Convergence achieved after 18 iterations

Fresample variance: backcast (parameter=0.7)

LOG{GARCH) = C(3) + C*ABS(RESIDH1 W@SQRTIGARCHE1)) + C(5)
*RESID-1TM@SART(GARCHE)) + GBI LOG(GARCHE-11)

Dependent Variahle: FRANCE

Methad: ML - ARCH Marquardt) - Mormal distribution

Date: 10/08116 Time: 12:16

Samnple (adjusted): 2 2027

Included ohservations: 2026 after adjustments

Convergence achieved after 8 iterations

Fresample variance: backcast (parameter=0.7)

LOG{GARCH) = C(3) + C*ABS(RESIDH1 M@SARTIGARCHE-1)) + C(5)
*RESIDE1W@SART(GARCHE)) + CELOG(GARCHE-1)

Wariahle Coefficient Std. Error Z-Statistic Frab. Wariable Coefficient Std. Errar Z-Statistic Frob.

o 0.000270 0.000234 1152825 0.2490 o 0.000115 0.000208 0.553989 0.5796

AR -0.021503 0.023961  -0.887391 0.3695 AR -0.042429 0.024123  -1.758879 0.0786

Wariance Equation Wariance Equation

[aic)] -0.256141 0.037048  -6.913790 0.0000 (o156} -0.211646 0.027804  -7.612091 0.0000

[s1E] 0116902 0.020078 5822471 0.0000 [o1E)] 0.085248 0.016429 5188896 0.0000

(5 -0.104636 0.012070  -B.66BTT1 0.0000 C(5) -0.117560 0.012298  -9.559456 0.0000

(B 0.981553 0.003008 326.3052 0.0000 C(B) 0.984121 0.002414 407.6981 0.0000

R-squared 0.000979  Mean dependent var 8.66BE-05 R-squared -0.000314  Mean dependentvar T.TYE-06

Adjusted R-zquared 0.000486 5.0, dependentvar 0.015500  Adjusted R-sguared -0.000809 5.0, dependentvar 0.013958

S.E. of regression 0.015486  Akaike info criterion -5.933938 5.E. ofregression 0.013964  Akaike info criterion -6.0993596

Sum squared resid 0486002 Schwarz criterion -5.917313  Sum sguared resid 0.394654  Schwarz criterion -6.082771

Log likelihood B017.07Y9  Hannan-Quinn criter. -5.927837  Log likelihood 6184688 Hannan-Quinn criter. -6.093296
Durhin-Watson stat 2.031065 Durhin-Watson stat 1.958257

Inverted AR Roots -.02 Inverted AR Roots -.04

Dependent Variable: UK

hethod: ML - ARCH (Marquardt) - Mormal distribution

Date: 10/08M16 Time: 12:18

Sample {adjusted): 2 2027

Included observations: 2026 after adjustments

Convergence achieved after 14 iterations

Presample variance: backcast (parameter = 0.7)

LOG{GARCH) = C{3) + C(4*ABS(RESID-1¥@SGRT(GARCH{E-1)) + C(5)
*RESIDE1W@S ORT(GARCHE11) + CEILOGIGARCHE13)

Dependent Variable: ICELAND

Method: ML - ARCH (Marquardt) - Mormal distribution

Date: 10/08M6 Time: 1217

Sarmple (adjusted): 2 2027

Included observations: 2026 after adjustments

Convergence achieved after 18 iterations

Presample variance: hackcast (parameter=0.7)

LOG{GARCH) = C{3) + C(4;"ABS{RESID-1M@SGRT{GARCH{-1))) + C(5)
*RESIDEC1 V@S ORT(GARCHE1) + CIEILOG{GARCHE11)

Wariahle Coefiicient Stl. Error Z-Statistic Froh. Variahle Coefficient Std. Error Z-Statistic Froh.
c -1.61E-05 0.000168  -0.096155 0.9234 c -0.000416 0.000470  -0.883948 0.3767
AR(T) -0.052171 0.023041 -2.264289 0.0236 AR(1) 0189817 0.014287 13.28572 0.0000
Yariance Eguation Yariance Equation

Ci3 -0.239581 0.030305  -7.905671 0.0000 C(3 -3.204248 0.002790  -1148.658 0.0000

Cid) 0.081283 0.017463 5.227282 0.0000 C(4) 0.298227 0.023186 12.86231 0.0000

[34)] -0.129763 0012233 -10.60757 0.0000 Ci5) -1.124673 0.016062  -70.02216 0.0000

CiB) 0.8982305 0.002673 367.5109 0.0000 C(B) 0.592422 0.002660 2227508 0.0000
R-sguared 0.003928 Mean dependentvar -2.42E-08  R-sguared -0.013852 Mean dependent var -0.000584
Adjusted R-squared 0.003436 S.D. dependentwvar 0.011355 Adjusted R-squared -0.014452 5.D. dependentvar 0.027167 36
S.E. of regression 0.011336  Akaike info criterion -6.541554 S.E. ofregression 0.027363 Akaike info criterion -4 825673
Sum sguared resid 0.260072  Schwarz criterion -6.524829  Sum squared resid 1.515388 Schwarz criterion -4.209047
Log likelihood BB32.594 Hannan-Quinn criter. -6.535454  Log likelihood 4894 406  Hannan-Quinn criter. -4.819572
Durbin-Watson stat 2.028093 Durbin-WWatson stat 2.257763
Inverted AR Roots -.05 Inverted AR Roots 19




Dependent Variable: IRELARD

Method: ML - ARCH (Margquardf) - Mormal distribution

Date: 10/08M16 Time: 1217
Sample {adjusted): 2 2027

Included observations: 2026 after adjustments

Convergence achieved after 21 iterations

Presample variance: backeast (parameter=0.7)

LOG(GARCH) = C{3) + CI4"ABSIRESID -1 V@3 QRTIGARCHE-1) + CiE)
*RESIDE1IV@SORTIGARCHE + CELOGIGARCHEN

Dependent Variable: PORTUGAL

Method: ML - ARCH {Marquardf) - Mormal distribution

Date: 1000816 Time: 1218
Sample {adjusted): 2 2027

Included observations: 2026 after adjustments

Convergence achieved after 16 iterations

Presample variance: backeast (parameter=0.7)

LOG{GARCH) = C{3) + CAPABSIRESID-1 @S ART(GARCHE-1)) + C(5)
*RESIDE1M@SART(GARCHE1)) + CELOG{GARCHEN

Variable Coefficient Std. Errar z-Statistic Prab. “ariable Coefficient Std. Error z-Statistic Prab.
[ 0.000426 0.000216 1.971876 0.0486 [ 0.000433 0.000162 2 668110 0.0076
AR 0.039493 0.023043 1.713805 0.0865 AR 0.072945 0.023063 3162833 0.0016
Wariance Equation Wariance Equation
o)} -0.453260 0.046335  -10.64545 0.0000 Ci3 -0.463062 0.056627  -B.177483 0.0000
Cid 013731 0.016877 8.135856 0.0000 Cid 0.176469 0.017254 1022783 0.0000
Cis) -0.113647 0.010438  -10.88808 0.0000 s -0.070899 0.010162  -B.9TEEE4 0.0000
B 0.958065 0.004373 219.0698 0.0000 CiE) 0.966259 0.004581 194.0059 0.0000
R-squared 0.004254  Mean dependent var 0000138  R-squared 0.006098 Mean dependent var 5. 26E-05
Adjusted R-squared 0003762 5.0 dependent var 0010934 Adjusted R-squared 0.005607 5.0 dependent var 0008221
S.E. of regression 0.010913  Akaike info criterion -6.408539 S.E ofregression 0.009195  Akaike info criterion -6.816431
Sum squared resid 0.241048  Schwarz criterion -6.391914  Sum squared resid 0171134 Schwarz criterion -6.7888048
Log likelihood 5497.850  Hannan-Cuinn criter. -6.402439  Log likelihood B811.044  Hannan-Quinn criter. -6.810330
Curbin-Watson stat 1.914786 Durhin-Yyatson stat 1.970157
Irvarted AR Roots .04 Invarted AR Roots ar

The conclusion, as far as both Groups is concerizethat the coefficients of the
EGARCH(1,1) model are statistically significantsagnificance level 5%, since the p-
values are smaller than the p critical which i$50,0

8.5.4 APARCH

One of the main positive aspects of the APARCH rhaddethat it can capture
asymmetry in return volatility. The results of APBR (1,1) for all the countries under
scrutiny are presented below.

Table 8: APARCH(1,1) results

Dependent Variable: GERMAMNY

Method: ML - ARCH (Marquardf) - Mormal distribution

Date: 10/08M16 Time: 12:27

Sample {adjusted): 2 2027

Included observations: 2026 after adjustments

Convergence achieved after 40 iterations

FPresample variance: backcast (parameter= 0.7}

@SART(GARCHC(T) = C(3) + C(4)*(ABS(RESID{-13) - C(5)"RESID{
SINAC(T) + CEF@SARTGARCHE1AC(T)

Dependent Variable: FRANCE

hethod: ML - ARCH (Marguardt) - Normal distribution

Date: 10/08/16 Time: 12:26

Sample (adjusted): 2 2027

Included ohservations: 2026 after adjustments

Convergence achieved after 44 iterations

Presample variance: hackcast {parameter=0.7)

@SART(GARCHI'C(7) = C(3) + C{4)"(ABS(RESID(-1)) - C(5/*RESID(
SINACIT) + CEF@SORTIGARCHEAC(T)

Yariable Coefiicient Std. Errar z-Statistic Prob. Wariahle Coefficient Std. Errar z-Statistic Prab.

c 0.000208 0.000235 0.888409 0.3743 o] 4.15E-08 0.000205 0.251026 0.8018

AR(T) -0.023147 0.024284  -0.852807 0.3407 AR -0.046113 0.024367  -1.892401 0.0584

Yariance Equation Wariance Eqguation

C{3 0.000106 0.000112 0.951548 0.3413 C(3 0.000337 0.000252 1.335614 01817

Ci4) 0.055927 0.086198 0.648820 0.5165 C4) 0.058938 0.007522 7.835850 0.0000

Ca) 1.000000 2.500086 0.399986 0.6892 C(5) 0.999857 0.089830 11.130548 0.0000

C{B) 0.930268 0.011089 83.81279 0.0000 Cig) 0.940389 0.008473 110.9074 0.0000

C(N 1.174868 0.219749 5.346407 0.0000 C(7 0.878766 0.159030 5.525711 0.0000

R-squared 0.001108 Mean dependentvar 2.66E-05 R-squared -0.000452 Mean dependent var 7.79E-06

Adjusted R-sguared 0000615 S.0D. dependent var 0.015500  Adjusted R-squared -0.000947  5.D. dependentvar 0.013958

S.E. of regression 0.015495 Akaike info criterion -5.939131 S.E. ofregression 0.013965 Akaike info criterion -6.102360

Sum sguared resid 0.485940 Schwarz criterion -5.918734 Sum squared resid 0.394708 Schwarz criterion -6.082964

Log likelihood B023.329 Hannan-Quinn criter. -5.932013 Log likelihood 6188.691 Hannan-Quinn criter. -6.095243
Durhin-¥Watson stat 2027903 Durhin-Watson stat 1.951208

Inverted AR Roots -.02 Inverted AR Roots -.05
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Dependent Wariahle: UK

hethod: ML - ARCH (Marquardt) - Mormal distribution
Diate: 10/08M6 Time: 12:27

Sample (adjusted): 2 2027

Included observations: 2026 after adjustments
Convergence achieved after 54 iterations
Presample variance: backcast (parameter=0.7)

@SORT(GARCHMC(T) = C[3) + CATABS(RESID(1)) - C(5)*RESID(

SIACTY + CIEF@SGRTGARCHE MG

Dependent Yariahle: I[CELAND

Method: ML - ARCH iMarquardt) - Mormal distribution
Diate: 1000816 Time: 12:29

Sample (adjusted): 2 2027

Included observations: 2026 after adjustments
Convergence achieved after 87 iterations
Presample variance: backeast (parameter=0.7)

@SORTIGARCH)MC(T) = C3) + CHATTABS(RESIDE-1)) - C(5*RESID(

SIGIT) + COEF@SGRTGAR CHE-1 N CIT)

WVariahle Coefficient St Error z-Statistic Prab. Wariahle Coefficient Std. Errar - z-Statistic Prab.
[ -5.58E-04 0.000167  -0.334366 0.7381 c 0.0004450 0.000176 2.565428 0.0106
ARCT) -0.047199 0.022745  -2.075075 0.0380 AR(T) -0.004056 0.023523  -0472412 0.8631
Wariance Equation Yariance Equation
C(3 0.000462 0.000371 1.245514 0.2129 C(3) 6.55E-10 5.00E-10 1.30873 014903
Cid) 0.066205 0.006804 9.730860 0.0000 Ci4) 0616987 0.037229 168.67259 0.0000
Cia) 0.999580 0.028418 3518781 0.0000 Cia) 0.278400 0.021128 1317639 n.0000
C(A) 0.936399 0.009265 101.0635 0.0000 C(B) 0609665 0.011132 5476774 0.0000
C{7 0.794969 0164841 4822645 0.0000 C{Ty 3651642 01332480 27.358726 0.0000
R-squared 0.003781  Mean dependent var -2.42E-08 R-squared -0.001950  Mean dependentwar -0.000584
Adjusted R-squared 0.00328% 5.0 dependentwvar 0.011395  Adjusted R-squared -0.002445  3.D. dependentvar 0.027167
S.E. of regression 0.011336  Akaike info criterion -6.A543842 S.E. of regression 0.027200  Akaike info criterion -6.199787
Sum squared resid 0.260112  SchwarZ criterion -6.524446  Sum squared resid 1.497461  Schwarz criterion -F.180391
Lag likelihood B635.912  Hannan-Quinn criter, -6.936725  Log likelihood G287.385  Hannan-Quinn criter. -6.192670
Durbin-Watson stat 2.037669 Durbin-vWatson stat 1.872368
Inverted AR Roots -05 Inverted AR Roots -.0n
Dependent Yariahle: IRELAND Dependent Yariable: PORTUGAL
Method: ML - ARCH (Marguardt) - Mormal distribution Methad: ML- ARCH (Marquardt) - Marmal distribution
Date: 10/08M16 Time: 12:27 Date: 10/08/16 Time: 12:27
Sample {adjusted): 2 2027 Sample (adjusted): 2 2027
Included observations: 2026 after adjustments Included observations: 2026 after adjustments
Convergence achieved after 78 iterations Caonvergence achieved after 31 iterations
Presample variance: hackcast (parameter= 0.7) Presample variance: hackeast (parameter=0.7)
@EART{GARCH"C(T) = C(3) + S (ABS(RESID-1)) - C{5/"RESID{ @SART(GARCHIMG(T) = C(3) + CI4™ABSRESID-13) - CIE"RESID(
STCT) + CIE @S ARTIGARCHE MG SIAGT) + B @S QRT(GARCHE-1 (T
Wariable Coefficient St Error - z-Statistic Prob. Wariahle Coefiicient Std. Error - z-Statistic Prob.
c 0.000304 0.0001490 1.599554 0.10a7 C 0.000454 0.000176 25783596 0.0035
AR 0.039445 0.021342 1.8481490 0.0646 AR 0.078139 0.023234 3.363003 0.0008
Wariance Equation Wariance Equation
Ci3 0.002581 0.000820 2805081 0.0050 C{3) 4 61E-05 4.18E-05 1.103337 0.26599
Cid) 0.063779 0.006430 9.918266 0.0000 CiH 0088884 0.010616 8.372484 n.000o0
Ci(a) 0.9503451 0.061247 18.654447 0.0o000 C{a) 0.358674 0.065104 5969634 0.0oo0o
CiB) 0.9242490 0.007544 122.5134 n.0000 CiB) 0.895834 0.010673 83.93740 n.o00o0o
Cin 0.568819 0.083129 6.243796 0.0o000 cin 1.337556 0175256 T.6319496 0.0oo0o
R-squared 0.004675 Mean dependent var 0.000138 R-squared 0006082  Mean dependent var 5.26E-05
Adjusted R-sguared 0.004183 5.0 dependentvar 0.010934 Adjusted R-squared 0.005591 5.0, dependent var 0.009221
5.E. ofregression 0.010811  Akaike info criterion -6.414097 S.E. ofregression 0.009195  Akaike info criterion -6.817377
Sum squared resid 0.240946  Schwarz critetion -6.394701  Sum squared resid 0171136 Schwarz criterion 6787981
Log likelihood Ga04.481  Hannan-Quinn criter. -6.406980 Log likelihood G913.003 Hannan-Quinn criter. -6.810260
Durhin-Watson stat 1.915507 Durbin-Watson stat 1.979887
Inverted AR Roots .04 Inverted AR Roots .08

For the countries regardless of whether they weider a rescue program or not almost all

APARCH(1,1) coefficients were found to be statiali¢ significant at a 5% significance level.

Those that were not significant are the C(3) cogffits of France, Portugal and UK, while in

the case of Germany three out of seven C(3), Qfd)&5) were not statistically significant

since their coefficient’s p values were bigger tihat critical one.
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8.5.5 TARCH

TARCH models are useful because they provide asliold in both the conditional

variance and the conditional mean of a time sergdglitionally they provide

explanations regarding asymmetries as Hawg and Y2001) suggest. The below
tables depicts the results of the TARCH (1,1) & tountries.

Table 9: TARCH(1,1) results

Dependent Variable: GERMANY

Method: ML - ARCH (Marquardt) - Marmal distribution

Drate: 1000816 Time: 12:21

Sample {adjusted)y. 2 2027

Included observations: 2026 after adjustments

Cornvergence achieved after 14 iterations

Presample variance: backeast (parameter=0.7)

GARCH = C(3) + C*RESID(-1)"2 + CERESIDE1"25RESIDE1)=0) +
C{E"GARCH(-1)

Dependent Yariable: FRANCE

Methad: ML - ARCH iMarguardt) - Marmal distribution

Date: 1000816 Time: 12:21

Sample {adjusted): 2 2027

Included ohservations: 2026 after adjustments

Convergence achieved after 9 iterations

Presample variance: hackeast (parameter=10.7)

GARCH= C{3) + CAPRESID(-1)*2 + CE*RESIDE-1)"2%RESID{-1)=0) +
CEFGARCHE1)

Wariahle Coefficient Std. Error Z-Statistic Froh. Wariahle Coefficient Std. Error Z-Statistic Frob.
o] 0.000217 0.000234 0926286 0.3543 G B.52E-05 0.0002145 0.303075 0.7618
AR -0.0293490 0024396  -1.204662 0.2283 AR(TY -0.048344 0.023501 -2.022651 0.0431
Watiance Equation Watiance Equation

G 2.23E-06 4.04E-07 5504302 0.0000 [ 1.75E-06 2.98E-07 5872738 0.0000
RESID{-1)"2 -0.006179 0011331 -0.545335 0.5855 RESID{-1)"2 -0.018523 0.007441 -2.4858341 0.0128
RESID{-1"2*RESID(-1=0) 0141672 0018724 TAEE432 0.0000 RESIDE-125RESIDE1)=00  0.140887 0.015380 9160542 0.0000
GARCH(1) 0.919586 0011816 T7.85761 0.0000 GARCHE1) 0.933697 0.00g480 1101022 0.0000
R-squared 0.00123  Mean dependentvar 8.66E-05 R-squared -0.000590  Mean dependentvar 7.7T9E-06
Adjusted R-squared 0.000738 5.D. dependentvar 0.015500  Adjusted R-squared -0.001084 5.0, dependent var 0.0135948
S.E. of regression 0.015494  Akaike info criterion -5.935198  SE. ofregression 0.013966  Akaike info criterion -6.092728
Sum squared resid 0.485880  Schwarz criterion -5.918574  Sum sguared resid 0.394763  Schwarz criterion -6.076103
Log likelihood E018.357  Hannan-Quinn criter, -5.929099  Log likelihood B177.934  Hannan-Quinn criter. -6.086628

Durbin-YWatson stat 2015260 Durhin-YWatson stat 1.946861

Inverted AR Roots -03 Inverted AR Roots -05

DependentVariable: UK

Method: ML - ARCH (Marguardt) - Marmal distribution

Date: 10/0816 Time: 12:22

Sample (adjusted): 2 2027

Included ohservations: 2026 after adjustments

Convergence achieved after 19 iterations

Fresample variance: backcast {parameter=0.7)

GARCH = C{3) + CARESIDE-1)"2 + C{E*RESID{- 1 2*(RESID-13=0) +
C{EGARCH(-1)

Dependent Variable: ICELAND

Method: ML - ARCH (Margquardt) - Maormal distribution

Date: 10/0816 Time: 12:21

Sample (adjusted): 2 2027

Included ohservations: 2026 after adjustments

Convergence achieved after 289 iterations

Fresample variance: backcast {parameter=0.7)

GARCH = C{3) + C{4*RESID{-1)"2 + C{E*RESID{- 1" 2*(RESID-13=0) +
C{EI*GARCH(-1)

Yariable Coefficient Std. Error Z-Statistic Prab. Yariahle Coefficient Std. Error Z-Statistic Prab.
c -2.42E-05 ooooro -0.142022 0.8871 C 0.000438 0.000198 2206765 0.0273
AR -0.063584 0023408 -2716374 0.0066 AR(1) 0.077041 0024018 3.207700 0.0013
Wariance Equation Wariance Equation

[ 1.61E-06 2581E-07 6444696 0.0000 c 313E-07 9.34E-08 3.348691 0.0008
RESID{(-13"2 -0.021633 0.013203 -1.638421 01013 RESID{(-13*2 0.080882 0.006343 1432737 0.0000
RESIDE12%RESIDE-1)=00  0.169692 0018531 918713 0.0000 RESIDE1AZYRESIDE1)=0) 0158179 0.010084 15.67127 0.00aa0
GARCHI-1) 0.917400 0.011438 79.85609 0.0000 GARCHI-1) 0.890522 0.001430 F22.5324 0.0000
R-squared 0.004062 hean dependent var -2.42E-05 R-squared 0.001825 Mean dependentvar -0.000584
Adjusted R-squared 0.003570 S.0. dependentvar 0.011355 Adjusted R-sguared 0.001332 5.0 dependentvar 0.027167
S.E. of regression 0.011335  Akaike info criterion -6.536766 S.E. ofregression 0.027149  Akaike info criterion -B.341279
Sum sguared resid 02600328  Schwarz criterion -6.520141 Sum sguared resid 1.491819  Schwarz criterion -B.324654
Log likelihood G627.744  Hannan-Quinn criter. -6.530666 Log likelihood 6429.716  Hannan-Quinn criter. -6.335178

Durbin-watson stat 2.006093 Durbin-watson stat 2.035374

Inverted AR Roots -.06 Inverted AR Roots .08
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Dependent Yariable: IRELAMD

Method: ML - ARCH (Marguardt) - Marmal distribution

Date: 1070816 Time: 12:22

Sample {adjusted): 2 2027

Included ohservations: 2026 after adjustments

Corvergence achieved after 16 iterations

Fresample variance: backeast {parameter=0.7)

GARCH = C(3) + C{4"RESID{-1)"2 + C{Ey*RESID-1)"2*(RESID(-1)=0) +
COB*GARCHI-1)

Dependent Variable, PORTUGAL

Method: ML - ARCH (Marguardt) - Rarmal distribution

Date: 10/08M16 Time: 12:22

Sample (adjusted): 2 2027

Included ohservations: 2026 after adjustments

Corvergence achieved after 12 iterations

Fresample wariance: backeast (parameter=0.7)

GARCH = C{3) + CM*RESID-1)"2 + CE*RESID-1)*2*(RESID(-1)=0) +
C{B*GARCHI-1)

Yariahle Coeflicient Std. Error Z-Statistic Prob. Yariahle Coefficient Std. Error Z-Statistic Prob.
o 0.000468 0.000224 2.087025 0.0369 o 0.000479 0.000182 2640946 0.0083
AR 0.048933 0.024023 2.036889 0.0417 AR(T) 0084784 0022832 3713420 0.0002
“Watiance Equation Watiance Equation

G 4 90E-06 5.29E-07 9277732 0.0000 G 1.44E-06 2.33E-07 6166145 0.0000
RESID(-1)*2 0.020247 0.011143 1.817882 0.0691 RESID{-1*2 0.036134 0.009364 3.8559087 0.0001
RESIDE1M=RESIDE1)=00  0.147814 0.017185 8.6011849 0.0000 RESIDE12%RESIDE=0)  0.088209 001372 6.696857 0.0000
GARCH-1) 0.858323 0.013014 BE.03278 0.0000 GARCH{-1) 0.8977484 0.010652 8428634 0.0000
R-squared 0.004777  hean dependentvar 0.000138 R-squared 0.005982  hean dependent var 5. 26E-05
Adjusted R-squared 0.004285 S.D. dependentvar 0.010934 Adjusted R-squared 0.005490 5.0, dependentvar 0008221
S.E. of regression 0.010910  Akaike info criterion -6.395870  S.E. ofregression 0.009196  Akaike info criterion -6.815365
Sum squared resid 0.240922  Schwarz criterion -6.379244  Sum squared resid 01711484 Schwarz criterion -B.798738
Log likelihood 6485016 Hannan-Guinn criter, -6.389769  Log likelihood BY909.964 Hannan-Guinn criter, -6.809264

Durbin-Watson stat 1.933467 Durbin-Watson stat 198231

Inverted AR Roots 05

Inverted AR Roots .08

As it can be deducted, the coefficients of the TARQ,1) are found to be statistically

significant at a 5% significance level since thdl hypothesis is rejected. The p-values

of the coefficients are bigger than the criticalugawith an exception. This is thg

coefficient for Germany, Ireland and UK which adaiog to the results are not

significant.

9. Comparison of the models and model selection

In order to conclude which model could forecast enefficiently the VaR for the

scrutinized countries during the years followed ¢hisis, the Akaike’'s (1974) info and
the Schwarz’s (1978) info criteria are used. Bath laased in the likelihood function.

The likelihood can be increased if more parametges included. One of the main

concerns when adding parameters is to avoid otredit Overfiiting appears when

fitting a bigger model than the one needed to prietbe dynamics of the data. In order

to avoid this phenomenon, both AIC and SBIC pesdlie incorporation of additional

terms with SBIC to have a stricter penalty term dk® (2008). In addition when it

comes to larger samples, AIC provides better result
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9.1 Akaike’s Information Criterion (AIC)

This criterion is one of the first used in orderetaluate a model’s quality for a given
set of data and that is why is among the famousr@iof model selection. AIC can
find which of the models is the optimal, since @caunts how intricate a model is.
Bozdogan (1987). AIC puts more weight in contragtthe goodness of fit among
models and the main idea behind it is that the tdhve criterion, the better the model is.
Algebraically, AIC is expressed:

AIC =In(c®) +=  (16)

Where

o is the residual variance

k: is the sum of p,q and 1 and is the total nundbgrarameters estimated

T: is the sample size

The below Tables summarizes the results for theGwaups of countries that were

analyzed in this paper.

Akaike's Info Criterion

France Germany UK
ARCH (1) -5,761 -5,904 -6,209
GARCH (1,1) -6,057 -5,904 -6,503
EGARCH (1,1) -6,099 -5,933 -6,541
APARCH (1,1) -6,102 -5,939 -6,543
TGARCH (1,1) -6,076 -5,935 -6,536

Table 10: Akaike's Info Criterion for the first Group

Regarding the first Group, the richest countrieEmfope, the AIC criterion suggest that
the optimal model for forecasting VaR during théesa financial crisis would be
EGARCH (1,1) for France and APARCH (1,1) for Germpand UK.
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Akaike's info criterion

Portugal Ireland Iceland

ARCH (1) -6,611 -6,238 -5,450
GARCH (1,1) -6,801 -6,374 -6,304
EGARCH (1,1) -6,816 -6,408 -4,825
APARCH (1,1) -6,817 -6,414 -6,199
TGARCH (1,1) -6,815 -6,395 -6,341

Table 11: Akaike's Info Criterion for the second Group

As far as the countries that were the most vubiierand participated in a rescue program the
AIC criterion reveals that the optimal model wobkl APARCH(1,1) when it comes to Portugal
and Ireland and TGARCH (1,1) for Iceland.

Overall, although the optimal model was not the essamall countries or in the countries of the
same Group, still APARCH (1,1) appears to be thetnedficient. Therefore it could have a

better predictive ability if it was used in VaRigsition.

9.2 Schwarz’s Bayesian Information Criterion (SBIC)

The Schwarz Criterion (1978) is another methodrafifhg which the optimal model for
a set of data is and it is based on the likelihfuogttion. It is widely known and used

although it is preferable for smaller sample sizdgebraically, SBIC is expressed
SBIC =In 69 +ZInT (17)

Where

o2 is the residual variance

k: is the sum of p,q and 1 and is the total nuntbgrarameters estimated

T: is the sample size

The below Table 12 summarizes the results foritke®roup of countries that was
analyzed in this dissertation.

Schwarz's Criterion

France Germany UK
ARCH (1) -5,750 -5,890 -6,198
GARCH (1,1) -6,043 -5,890 -6,489
EGARCH (1,1) -6,082 -5,917 -6,525
APARCH (1,1) -6,082 -5,919 -6,524
TGARCH (1,1) -6,076 -5,918 -6,520

Table 12: Schwarz's Criterion for the first Group
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According to SBIC criterion, the decision regardingich model could provide more
accurate VaR forecasts during the years of thenfilad crisis in the richest countries in
Europe is not that clear. In the case of France B&tARCH (1,1) and EGARCH(1,1)
have the same SBIC coefficient. The same applidseteemaining two countries of the
Group. For Germany both ARCH(1) and GARCH(1,1) seerbe accurate enough in
order to be used in the VaR estimation. Last butleast, regarding UK once again
APARCH (1,1) and EGARCHY(1,1) could be used foresgmation of VaR.

Schwarz's Criterion

Portugal Ireland Iceland

ARCH (1) -6,600 -6,227 -5,440
GARCH (1,1) -6,788 -6,360 -6,290
EGARCH (1,1) -6,799 -6,391 -4,800
APARCH (1,1) -6,797 -6,304 -6,180
TGARCH (1,1) -6,799 -6,379 -6,320

Table 13: Schwarz's Criterion for the second Group

As far as the second Group is concerned, in thetdes most exposed to the financial
crisis the optimal models appear to be EGARCH (Igt)lreland and TGARCH(1,1)
for Iceland. In the case of Portugal, EGARCH (1ahyl TGARCH(1,1) seem to have
the same SBIC coefficient and therefore the diatiert suggests that both models
could be used in VaR forecasting.
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Conclusions

Value at Risk is a very important key in order teasure market risk. One of the main
objectives of this dissertation was to find out eshmodel could have offered accurate
predictions of the VaR during the latest finan@abnomic crisis. In addition it was
investigated whether the size of the economy isrgoortant factor of VaR forecasting.
The dissertation reveals that Historical Simulatcmuldn’'t be a sufficient method of
forecasting VaR since according to backtesting gaace, it was rejected in almost all
countries. Based on the Information Criteria, thereo apparent model that is optimal
for all the scrutinized countries and could be usethe VaR forecasting. What's more
evidence prove that the condition of the economgsdt affect the model selection.
Regarding SBIC, in many cases the comparison shewetdor the same country more
than one model could be applicable. The use of &iCGhe other hand, provides more
clear results regarding which model could be usedrder to forecast more accurately
the VaR for the European Stock Exchanges duringlakest financial crisis with
EGARCH (1,1) and APARCH(1,1) to be the prevailmtes in both Groups. The
efficient measurement of market risk is a vitalopty for both corporations and
nations; that is why it is essential to estimatdptimal model in order to moderate the

consequences of the market movements.
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